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Abstract. A method is described for calculating the seismic 
response of an arbitrarily shaped interface below a homoge­
neous medium by the Kirchhoff integral in the time domain. 
It is shown, by comparison with other numerical techniques, 
that this method yields accurate results for reflections. The 
errors in calculating diffractions are tolerable if the distance 
of the receiver from the shadow boundary of reflection is 
not too large; this is usually the case in horizontal seismic 
profiling. The method has been applied to model qualita­
tively some typical features in record sections of the deep 
seismic reflection profile DEKORP2-S. This profile is char­
acterized by numerous strongly curved events that are con­
centrated mainly in two areas of the profile. These signals 
can be addressed as diffractions from an interpretation of 
the travel times. Dynamic calculations, however, show that 
the surprisingly high amplitudes cannot be explained by 
diffracting elements like fault edges or small-scale inhomo­
geneities; instead, one has to assume cylindrically or spheri­
cally curved reflectors with a radius of at least 4 km. Some 
possible geological explanations for these structures, like 
diapiric intrusions or antiformal stacks, are discussed in 
view of the tectonic evolution of the Central European Var­
iscides. 
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Introduction 

Forward modelling of seismic data has become an impor­
tant tool in interpretation for both seismology and explora­
tion geophysics. From the numerous methods that exist 
for the calculation of synthetic seismograms, the Kirchhoff­
Helmholtz theory has been used in this paper because it 
is one of the few treatments - besides approaches that are 
based on the direct numerical solution of the elastodynamic 
equations - that incorporates the generation of diffractions 
in laterally strongly heterogeneous media. 

Kirchhoff theory has found wide-spread application in 
reflection seismology since the work of Hilterman (1970). 
Early formulations of the Kirchhoff theory were based on 
the assumption of a constant-velocity medium and a con­
stant reflection coefficient (e.g. Trorey, 1970, 1977; Berryhill, 
1977). The method has been extended to media with vari­
able velocities and arbitrary reflectivities by Carter and 
Frazer (1983), Deregowski and Brown (1983) and Frazer 
and Sen (1985). The accuracy of the high-frequency approxi-

mation that is inherent to all these implementations when 
modelling diffraction amplitudes has recently been dis­
cussed by Hutton (1987). Kirchhoff theory has also been 
used for the migration of seismic data (Schneider, 1978) 
and for the inversion of common-offset sections (Sullivan 
and Cohen, 1987). 

This paper uses a time-domain formulation of the Kirch­
hoff integral for two dimensions to calculate the seismic 
response of an arbitrarily shaped reflector by a superposi­
tion of the elementary scattered waves that are radiated 
from each point of the reflector. The medium above this 
interface is assumed to have constant velocity or a linear 
increase in velocity with depth. 

The algorithm is tested by comparison with the finite­
difference method and the reflectivity method and then ap­
plied to model some conspicuous arched events in seismo­
gram sections, on a near-vertical deep seismic reflection pro­
file in southern Germany, that have been explained as dif­
fractions in an earlier interpretation (DEKORP Research 
Group, 1985). 

Formulation of the Kirchhoff method 

Theory 

The derivation of Kirchhoff theory can be found, for exam­
ple, in Trorey (1970), Hilterman (1970) or Frazer and Sen 
(1985). Therefore, only a brief outline of the time-domain 
formulation of the Kirchhoff integral for computing synthet­
ic seismograms will be given in the following. 

We start with the Helmholtz equation for two dimen­
sions 

172 u +k2 u =0, (1) 

where k=w/c is the wavenumber, w the frequency, c the 
velocity and 17 2 =iP/ox2 +o2/oz 2 • Here, U is the Fourier 
transform of any quantity that solves the acoustic wave 
equation in a homogeneous medium. This may be the pres­
sure, the x or z component of P or SV displacement, the 
horizontal displacement in the case of SH waves, or the 
displacement potential for P or S waves. 

Assume two functions F and G, where F satisfies Eq. (1) 
within a cross-section A, and G is the Green's function of 
Eq. (1): 17 2 G(r, r0 )+k2 G(r, r0)= -4i·b(r-r0 ). Then the 
Kirchhoff integral states that the value of F, at a point 
P inside A, is fixed if F and G and their normal derivatives 
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Fig. 1. The area A and its boundary S. n is the outward unit normal 
to S. r is the vector from the receiver at P to the boundary and 
1.fJ is the angle between rand n. The wavefield at P can be calculated 
by integration over S 

aF/an and aG/an are known on the boundary S of A (see 
Fig. 1): 

Fp=-· J F--G- ds i ( aG aF) 
4 s an an 

(2) 

(ds=ds·n; n is the outward-pointing normal unit vector). 
Now we identify F with the unknown function U and 

take G as the Hankel function of the second kind and order 
zero, 

In the far field, G takes the asymptotic form 

G=(2/nkr) 112 exp [ -i(kr-n/4)]. 

Inserting Eq. (3) into Eq. (2) leads to 

(see Fig. 1 for the meaning of rand cos <p). 

(3) 

(3a) 

(4) 

After transformation of Eq. (4) into the time domain, 
the Kirchhoff formula reads: 

1 [au t·H(t-r/c) 
Up(t)=-2 . s -a * ( 2 2/ 2)1/2 COS <p n s t rt -r c 

(5) 

( * denotes convolution, H (t) is the Heaviside step function). 
To evaluate the wavefield Up at the point of observation 

P, we have to know both the time derivative au/at and 
the normal derivative au/an on the boundary S. These de­
rivatives are retarded by the travel time T= r/c from the 
boundary to P and low-pass filtered. 

In the far-field approximation corresponding to Eq. (3 a) 
we replace the terms t and t+r/c by r/c and 2r/c, respective­
ly, but keep the differences t- r/c. This yields 

up(t)= 21n·J[(2rc)- 112 (~~ coscp+ ~~·c) 

H(t-r/c)]d 
* (t-r/c)112 s. (6) 

To calculate reflections at some point P above a reflector 
by means of Eq. (6), we identify the closed boundary S with 
the reflector and complete it with a half circle with radius 
R to enclose P. The contribution from the half circle cannot 
be set to zero as R ~ oo because the term in square brackets 
of Eq. (6) decays no stronger than l/R and ds~R. It can 
be neglected by the argument that this contribution arrives 
at infinite time. 

If the radius of curvature of the reflector is large com­
pared to the dominant wavelength, it is reasonable to ap­
proximate the reflected wavefield by use of the reflection 
coefficient R for plane waves and plane interfaces and the 
Green's function, Eq. (3a), 

u=R(<p')·-1 ·, fc·p(t) 
2n V 27 

* [H (t-r'/c)/Vt-r' /c J 

= R(cp') · (r*)- 112 f (t- r* /c), (7) 

where p(t) is the input wavelet, r' is the distance from the 
source Q to d s, and r* the distance from the image source 
Q* to ds (Fig. 2). To model a desired output wavelet, it 
is convenient to define f (t) instead of p(t) in the coding. 

Now we can replace au/an and au/at in Eq. (6) by the 
time derivative j and get (neglecting terms of the order 
(r*)- 312 in the far field) 

au . ar* 
-~R(<p') ·(r*)- 112 f (t-r*/c) ·( -1/c) ·-
an an 

= R(<p') · (r')- 112 }(t-r'/c) ·cos <p' /c, (8 a) 

au . . 
at= R(<p') · (r*)- 112 f (t-r* /c) = R(<p')(r')- 112 f (t-r'/c). (8 b) 

We define 

g(t)= j(t)*H(t)/Yt 

and obtain 

i( r') H(t-r/c) 
t--;_: * (t-r/c)112 

( r' + r) ( r' + r) =g t--c- =g(t)*b t--c- . 

(9a) 

(9b) 

If we insert Eqs. (8) and (9) into Eq. (6), we come finally 
to an expression that is appropriate for the numerical calcu­
lation of synthetic seismograms 

Up(t) = g(t)/[2 n · (2c) 112] * J (t), 

with the impulse seismogram 

J(t)= J b(t-_C;r)·R(<p')-(r'·r)- 112 

·(cos <p +cos <p') ds. 

(10) 

Equation (10) can be interpreted as a mathematical formula­
tion of Huygens' principle: Each segment ds of the reflector 
contributes one impulse to the impulse seismogram at the 
receiver. This impulse is delayed by the proper travel time 
from the source via d s to P and weighted by the reflection 
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Fig. 2. Source and receiver rays r' and r, and image source ray 
r* for a reflector S in a homogeneous medium. Q and P are the 
positions of source and receiver, Q* is the image source. n is the 
downward-pointing unit normal vector to S 
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Fig. 3a-f. Example for the different steps in calculating reflections 
and diffractions from a half-plane by means of Eq. (10). a input 
wavelet f (t); b g(t); c and d impulse seismograms J(t) in the illumi­
nated zone (c) and in the shadow zone (d); e and f seismograms 
obtained by convolving c and d with b 

coefficient R, the 2-D speading term and the so-called 
Kirchhoff directivity factor (cos cp +cos cp'). The impulse 
seismogram J(t) is the convolved with the function g(t). 

This approach includes the contributions from all parts 
of the reflector, and the seismogram is built up by construc­
tive or destructive interference of the elementary waves. 
Hence, the Kirchhoff approach is different from ray theory 
where only the point of specular reflection generates a re­
sponse. 

It should be noted here that Eq. (10) violates the law 
of reciprocity in cases where one expects it to hold, e.g. 
in the case where up(t) is the vertical displacement due to 
a vertical single force. The reason is that exchanging the 
shotpoint and receiver locations will not keep the reflection 
coefficient the same in Eq. (10). Some attemps to overcome 
this defect will be discussed later. 

For computational purposes, the interface is approxi­
mated by straight reflector elements. The sampling has to 
be fine enough to avoid diffractions from the endpoints. 
These elements are further subdivided into integration inter­
vals ds which have to be small compared to the wavelength 
of the incident wave. 

Figure 3 illustrates the different steps of the computation 
for a reflecting/diffracting half-plane from x = - oo to 
x = 0 km. The source is at x = 0.0 km and two receivers are 
placed at x= -4.2 km (illuminated zone) and at x=4.2 km 
(shadow zone). The velocity is 5.5 km/s. Figure 3a is the 
input wavelet f(t) and Fig. 3 b follows from 3a by Eq. (9a). 
Figure 3c and d shows the impulse seismograms J(t) if the 
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Fig. 4. Ray paths from the source Q to the receiver at P and defini­
tion of angles for a reflector below a medium with linear increasing 
velocity c = c0 +a z 

receiver lies within the zone of reflection (Fig. 3 c) or in the 
shadow region (Fig. 3d). The reflection arrives at 1.06 s in 
Fig. 3 c and the diffraction arrives in both cases at 1.20 s. 
Figure 3e and f shows the resulting seismograms obtained 
by convolving Fig. 3 b with Fig. 3c or d. It is evident from 
Fig. 3c and d that a diffraction changes its sign when the 
receiver crosses the shadow boundary; this is well known 
from analytical Kirchhoff diffraction theory (e.g. Hilterman, 
1970; Trorey, 1970). 

In the case of supercritical reflection (cp' ><Per), R(cp') is 
complex: R ( cp') =RR ( cp') + iR1 ( cp') · sgn w. In this case the re­
flection (7) has to be replaced by a linear combination of 
the input wavelet f (t) and its Hilbert transform fH(t): 

u = (r*)- 112 [RR (cp') f (t-r* /c) + R1(cp') fH(t- r* /c)]. (11) 

The resulting synthetic seismogram is obtained from 
Eq. (10) by inserting RR(cp') instead of R(cp'), and adding 
a sirpilar term that contains R1 (cp'), and the Hilbert trans­
form gH(t) instead of g(t). This formulation accounts for 
the change in the pulse shape with increasing reflection an­
gle cp' ><Per- It does not include the head wave that will 
also occur in this case. 

The calculation of synthetic seismograms for inhomoge­
neous media with an equation similar to Eq. (10) requires 
a large amount of two-point ray tracing to calculate the 
angles cp and cp' and the travel times T and T' as an equiva­
lent to r/c and r'/c. This has to be done for every integration 
intervals d s (see Fig. 4 for notation). For this reason, only 
a special case where the velocity depends linearily on depth, 
c = c0 + az, has been considered here. In this case the ray 
paths are circular arcs and can be calculated analytically. 
The far-field approximation of the Green's function takes 
the following form in analogy to Eq. (3a): 

r2c(P)l1 12 r ( n)l G(S,P)=A(S,P)·lnwJ expl-i wT- 4 J (12) 

where A(S, P) is the amplitude at S of a wave that starts 
from P, and Tis the travel time from P to S: 

A(S P)=A J p(P)·c(P)l1 12 

' 0 Lp(S)·c(S)j 

(13) 
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(Muller, 1977), where A 0 is the amplitude at some references 
distance 10 , p is the density and x is the horizontal distance 
from P to S. For c= c0 +az: 

c0{ -[ 1 ((·a )2]112} x = - cot<.p0 + - .- 2 - - - + 1 
a sm <p0 c0 

(14) 

where ( is the vertical distance from P to S, 

ax Co 
arpo = a·sin 2 'Po 

{ [ 
1 ( ' a )2]112 } · ±cot<.p0 -.-- - -+ 1 - 1 . 

sm2 <Po Co 
(14a) 

Thus plus sign in Eq. (14) and the minus sign in Eq. (14a) 
have to be taken if the ray has passed its turning point. 

The travel time T is 

( 1 S) 
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Inserting Eq. (12) into Eq. (2) and transforming into the time 0.20 

domain gives finally, in analogy to Eq. (IO), 

Up(t) = 
1 

~ ·g(t)d(t) 
2rr · v 2·c(P) 

J(t) =J [b(t -(T+T'))· ~~:i · R(rp') 

·A(S, Q)·A(S, P) ·(cos <.p+cos <.p')]ds. (16) 

T' and A(S, Q) correspond to the ray from Q to S (Fig. 4) 
and are calculated from expressions analogous to Eqs. (lS) 

0.45 

005 

010 

and (13), respectively. ;;;: 0 , 5 

Numerical tests 

As mentioned before, the approximation of the reflected 
wavefield above the interface with the aid of the reflection 
coefficient for plane waves and plane interfaces is valid only 
if the radius of curvature of the reflector is large compared 
with the wavelength of the incident wave. The applicability 
of this approximation to strongly curved reflectors and to 
diffracting structures has to be tested by comparison with 
exact numerical methods. 

The first example is the SH reflection from a syncline 
(Fig. Sa). To avoid supercritical reflection in this case, the 
S velocities were v1 = 1.S km/s and v2 = 1.0 km/s, and the 
densities were p 1 =2 g/cm 3 and p 2 =1 g/cm3

. The calcula­
tions have been performed for a symmetrical split-spread 
configuration with the shotpoint above the focus of the syn­
cline. Figure Sc shows the result of a FD calculation 
(Temme, 1984), and Fig. Sb is the same profile calculated 
by the Kirchhoff method. The results for the reflections and 
diffractions from the syncline were practically identical, ex­
cept for small differences in the amplitudes on the near-focus 
traces. 

This model provided a hard test, because two approxi­
mations made in the derivation of Eq. (IO) are not strictly 
fulfilled. Firstly, the average depth to the reflector is about 
3 times the dominant wavelength and this is not a typical 

0 20 

025 

Fig. 5. a Syncline model from Temme (1984), the source is at 
x = 0.3 km ; b Single-shot record, calculated by Kirchhoff theory ; 
c Single-shot record, calculated by the finite-difference method 
(from Temme, 1984) 

far-field situation. Secondly, the radius of curvature of the 
syncline is about 80 m, which is less than 3 times the domi­
nant wavelength and so the assumption of Eq. (7) may not 
be fully justified for this case. The surprisingly good results 
indicate that the range of applicability is broader than one 
might initially expect. 

The model of the second example is a reflecting and 
diffracting edge (Fig. 6a). Figure 6b and c shows the SH 
seismograms for a single shot, calculated by the Kirchhoff 
(Fig. 6 b) and FD methods (Fig. 6c), respectively. The reflec­
tion seen between 1.0 and 1.2 s in the left half of the seismo­
gram sections merges with the diffraction at the shadow 
boundary at x = l.S km. The signal arriving later than 1.7 s 
in Fig. 6b is a diffraction from the critical point. This phe­
nomenon will be discussed later. The decay of the normal-
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Fig. 6. a Reflecting/diffracting edge in a homogeneous medium, the source is at x = O km; b Single-shot record, calculated by Kirchhoff 
theory; c Single-shot record, calculated by the finite-difference method. The events at T> 2 s are multiple reflections and diffractions, 
and reflections from the bottom of the model. d Normalized reflection/diffraction amplitudes as a function of distance. I - Kirchhoff 
method without reciprocity, R = R(rp'); 2 - finite-difference method; 3 - Kirchhoff method with reciprocity, R = R [( <p + rp')/2]; 4 - Kirchhoff 
method with reciprocity, R = [R(rp) + R(rp')]/2. <Pis the radiation angle from the edge 

ized peak-to-peak amplitudes as a function of distance from 
the diffracting edge is shown in Fig. 6d, lines 1 and 2. For 
this configuration of source and receivers lying on the same 
side of the reflecting-diffracting half-plane, Kirchhoff theory 
gives diffraction amplitudes which are too high compared 
to the FD method. The errors are tolerable if the radiation 
angle <P at the diffracting edge is not too large, but they 
reach 50% at <P = 60°. They are at least partially caused 
by the fact that in Kirchhoff theory only the reflected field 
at the upper side of the reflector is continued upwards, 
whereas the transmitted field is not considered. The contri­
bution by forward scattering is small at the shadow bound­
ary for reflection, but it increases with increasing distance 
from the boundary (Fertig and Muller, 1979). 

It has been stated above that Eq. (10) violates the law 
of reciprocity by choosing the reflection coefficient at the 
angle of incidence q>'. This is of no importance for reflections 
where <p = q>', but it may influence diffraction amplitudes. 
One can enforce reciprocity either by averaging the angles 
<p and <p' (Deregowski and Brown, 1983) or by averaging 
the reflection coefficients at <p and <p' (Fertig and Muller, 
1979). 

Both methods have been tested with the model (Fig. 6d, 
curves 3 and 4). Calculating the reflection coefficient at 

( <p + <p')/2 gives better results for small angles, but for larger 
angles the magnitude of the errors are comparable to those 
of the unmodified formula (10). Averaging the reflected wa­
vefields yields large errors in the diffraction amplitudes 
when <P approaches the Brewster angle (here 47.6°) or the 
critical angle (here 62.7°). 

The third example demonstrates the validity of the mod­
ification of Eq. (10) by use of Eq. (11). The model consists 
of a 30-km-thick layer over a halfspace. Again SH waves 
are considered. The S velocities are 3.5 km/s in the layer 
and 4.3 km/s in the halfspace, the densities are 2.8 and 
3.3 g/cm 3 . The Brewster angle, where R ( <p' ) = 0, is reached 
at a distance x = 61 km from the shotpoint, and the critical 
distance is at x = 84 km. Figure 7 a and b shows the seismo­
grams for x = 60-160 km, as calculated with the Kirchhoff 
and reflectivity methods. 

Both methods yield practically identical results beyond 
the critical angle, both in absolute amplitude and in pulse 
shape. The Kirchhoff method produces significant errors 
in the amplitude near the critical distance (traces 3 and 
4 in Fig. 7 a). Due to the very rapid variation of the reflection 
coefficient near the critical angle, the critical point on the 
interface acts like a diffractor; note arrivals at 10.8 and 
10.2 s on traces 1 and 2 of Fig. 7 a and the diffraction hyper-
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Fig. 7a and b. Single-shot sections for a layer over a halfspace 
at z = 30 km. Time scale is reduced by v,.d = 4.3 km/s. a Calculation 
by Kirchhoff theory; b Calculation by the reflectivity method 

bola in the left half of Fig. 6 b for t > 1. 7 s. This effect has 
also been reported by Sen and Frazer (1985). Furthermore, 
it can be seen in this example that the head wave (weak 
arrivals at 10 sin Fig. 7b) is not produced by the Kirchhoff 
method. 

These tests show that Kirchhoff theory, in the form pre­
sented here, is a reliable method for computing synthetic 
seismograms for a medium that is bounded at the bottom 
by an arbitrarily shaped first-order discontinuity. The short­
comings at diffractors and near critical incidence that 
showed up in the examples must not be taken too seriously, 
but they should be kept in mind in quantitative interpreta­
tions. The computing time depends mainly on the length 
of the reflector, on the integration interval along this reflec­
tor and on the number of receivers per shotpoint. With 
the model of Fig. 6, the Kirchhoff method was 10 times 
faster than the FD method. It is an efficient method for 
simulating recording techniques used in seismic prospecting, 
such as common-midpoint gathers and zero-offset sections, 
or even for constructing stacked sections; in these cases, 
the use of FD methods would often be highly uneconomical. 
For special problems, the Kirchhoff theory is superior to 

ray-theoretical methods because diffractions are calculated 
kinematically and - to a certain degree - are dynamically 
correct. 

The Kirchhoff theory presented here is used for the case 
of only one reflector. The extension to a multilayered model 
requires, in general, the evaluation of manifold integrals 
along each interface in both reflection and transmission. 
This would make the method highly time consuming. By 
introducing a generalized interaction coefficient instead of 
the plane-wave reflection coefficient, Frazer and Sen (1985) 
could reduce this case to a single-fold path integral. 

Application to seismic data 

Diffractions on profile DEKORP2-S? 

The deep seismic reflection profile DEKORP2-S (Fig. 8) 
was observed in 1984. An overview of the measurements, 
the data processing and a preliminary interpretation are 
given in DEKORP Research Group (1985). The 250-km­
long profile extends from SE to NW in southern Germany 
and crosses the boundaries between the Variscan units Mol­
danubian, Saxothuringian and Rhenohercynian. Figure 9 
shows a line-drawing of the stacked section, corresponding 
to the southern part of the time profile north of the Ries 
crater. [See DEKORP Research Group (1985), Figs. 20-25, 
for a complete representation of the data.] 

As in other deep seismic sounding profiles from the Eu­
ropean Variscides (e.g. see Matthews and Cheadle, 1986), 
the upper crust is nearly void of reflections down to about 
5 s TWT. By contrast, the lower crust contains many short 
and sub-horizontal reflections that terminate at the Moho 
at about 10 s. The upper mantle is again transparent. This 
part of the profile is dominated by numerous strongly 
curved events that can be correlated up to 20 km. They 
are concentrated around km 40 to km 60 and seem to be 
arranged more or less vertically between 5 and 10 s. A simi­
lar cluster of such curved events is also observed in the 
northern part of the profile below the Spessart mountains 
(km 150 to 170). These signals were regarded as diffractions 
in the first interpretation (DEKORP Research Group, 
1985). 

Diffractions are well known, in reflection seismics, to 
occur at faults or pinchouts. However, a critical inspection 
of these arcuate events on the stacked section indicates that 
they are different from diffractions in mainly two ways. 
Firstly, they cannot be interpreted as edge diffractions from 
a reflector that is ending or offset because the accompanying 
reflection that has to be expected in this case at the apex 
of the diffraction, is missing here. Secondly, the amplitude 
of a diffraction reaches a maximum of half the reflection 
amplitude at the shadow boundary of reflection and de­
creases very rapidly as the distance from this point increases 
(see Fig. 6). By contrast, the curved events on the DEKORP2-
S profile are the dominating signals of the section and can 
be correlated over much longer distances than the sub-hori­
zontal reflections from the lower crust. 

For a more detailed investigation, common-shot gathers 
with diffractions have been studied. Figure 10 shows a shot 
record from the same region that is represented in Fig. 9. 
No manipulation like AGC, a time-dependent gain func­
tion, or trace equalization has been applied. Some promi­
nent reflection events have been marked by R, and diffrac­
tions by D. The interpretation of these latter events as dif-
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Fig. 8. Location map of the DEKORP2-S 
profile. F - Frankfurt; S - Stuttgart; N -
Niirnberg 
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VARISCAN TECTONIC BOUNDARIES 

fractions follows from a kinematic analysis as demonstrated 
by Fig. 11. The same event was picked on three different 
shot records and an attempt was made - after static correc­
tion - to fit a diffraction travel-time curve to the three 
groups of data points. One single point diffractor located 
at km 55 and at a depth of about 16 km can explain the 
data very well, even at large offsets. Thus, from travel times 
alone the diffraction interpretation is well founded. How­
ever, it is evident from Fig. 10 that the amplitudes of the 
so-called diffractions are at least comparable to those of 
the reflections and that they show no significant decrease 
in amplitudes along the spread. This is in disagreement with 
diffraction theory. 

Therefore, the diffraction interpretation should be ques­
tioned and one should look for alternative subsurface struc­
tures. A hint as to where to look comes from the observation 
that the kinematic analysis yields a rms velocity of 6.4 km/s 
at 5.5 s TWT, which exceeds the optimum stacking velocity 
derived from the reflections by almost 20%. Schilt et al. 
(1981) have reported a similar discrepancy between veloci­
ties derived from a diffraction analysis on stacked sections 
and refraction data in Hardeman County, Texas. They ex-

plain these differences by assuming dome models with a 
radius of several kilometres instead of point diffractors and 
have used the velocity differences to estimate their radii. 
Spherical inhomogeneities lead to over-estimates of the ve­
locity when interpreted as point diffractors on a stacked 
section, but not on single-shot records, as will be seen later. 

Mode[ calculations 

Forward modelling of amplitudes can possibly give clearer 
hints about the nature of the structures responsible for the 
arcuate events than a purely kinematic analysis. 

The amplitudes of a line diffractor and different cylindri­
cally curved reflectors (Fig. 12) have been calculated for a 
single-shot configuration similar to that of Fig. 10 and have 
been compared with those of a horizontal reflector with 
the same impedance contrast. The seismograms have been 
calculated for the vertical component of the PP reflection; 
the velocity and density contrasts are indicated on Fig. 12. 
The dominant wavelength of the direct wave is 500 m. Fig­
ure 13 shows two examples for these calculations: Fig. 13 a 
is the seismogram section for a line diffractor at x = 0 km 
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Fig. 9. DEKORP2-S, Dinkelsbiihl area ; line-drawing, not migrated 

and z = 14 km; Fig. 13b is that of a curved reflector with 
a radius of curvature of 2 km, i.e. 4 times the dominant 
wavelength. The centre of curvature is also located at 
x = 0 km and z = 14 km. The source is positioned at the 
leftmost trace in both cases. The sections have been normal­
ized for plotting purposes, but the amplitudes of the curved 
reflector exceed those of the diffractor by a factor of 3. 
It should be noted that the line diffractor in this example 
is modelled by a st rip of half a wavelength width, and not 
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[s] 
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10 

SE 45 50 

by an edge as in Fig. 6. Consequently, no phase reversal 
can be observed in this case. 

F igure 13c shows the relative amplitudes along the 
spread for a horizontal reflector, an edge diffractor, a line 
diffractor and several curved reflectors with different radii 
of curvature (given in units of the dominant wavelength). 
They have been normalized to the vertically incident reflec­
tion and, hence, they do not depend significantly on the 
special velocity and density model. The amplitudes of the 
strip diffractor (which is, of course, a geologically unreason­
able model) are only about 10% of the reflection amplitudes 
along the whole spread. The amplitudes of the edge diffrac­
tor decay very rapidly; they fall to about 50% of the reflec­
tion amplitude at the shadow boundary (x = 3 km), as one 
expects, and coincide with the curve for the line diffractor 
at larger offsets. The amplitudes of the curved reflectors 
fall between the curves of the diffractor and the horizontal 
reflector, and they also show only a weak dependence on 
offset. The maximum amplitudes of the diffraction-like 
events D1- D3 in Fig. 10 are comparable to those of the 
reflections. They decrease by a factor of about 3 along the 
spread and not by a factor of 10 or more as the diffraction 
in Fig. 13c. It follows, therefore, that structures with a radi­
us of at least 6--10 times the dominant wavelength are re­
quired to explain these comparatively big amplitudes of the 
curved events in the data. 

The response of curved reflectors of this size can certain­
ly not be called a diffraction because their dimensions are 
significantly greater than the Fresnel zone, which has a radi-

55 X [km] NW 60 

Fig. 10. DEKORP2-S, Dinkelsbiihl area; single-shot record (SP 844). R - renections; D 1- D 3 - d iffraction-like events. The shotpoint 
is at the NW end of the section 
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Fig. 12. Diapir-shaped model used for the amplitude calculations 
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us of 1.8 km and, hence, 3- 4 wavelengths at this depth [rF 
=(A.z/2)1

'
2
]. Yet, by a purely kinematical analysis these 

events would be interpreted as diffractions, as can be seen 
from Fig. 13d. The travel-time curves of the bow-shaped 
reflectors (solid lines) are practically identical to those of 
diffractors positioned just at the top of the structures in 
a medium with the correct velocity, 6.0 km/s. The discrepan­
cies reach a maximum of half a period for R = 10..1. and 
large offsets (Fig. 13 d, dashed line) and they could easily 
be explained in real data by residual statics or slight lateral 
velocity variations. 

By contrast to the single-shot records, a travel-time anal­
ysis on a zero-offset section would lead to velocities which 
are systematically too high as already shown by Schilt et al. 
( 1981 ). For example, a zero-offset section over the reflector 
with R = 4A. (when interpreted with the line diffractor model) 
gives an erronenous velocity of about 6.3 km/s. The high 
velocities obtained by a diffraction analysis on single shots 
from the DEKORP profile (see Fig. 11) cannot yet be ex­
plained satisfactorily. 

These considerations indicate that the conspicuous 
curved events, which dominate large parts of profile 
DEKORP2-S between 5 and 10 s TWT, are not simply 
diffractions in the usual sense. They can be better explained 
by strongly curved interfaces in the middle or lower crust. 
Assuming a velocity of about 6 km/sand a dominant signal 
frequency of 15- 20 Hz for the measurements (DEKORP 
Research Group, 1985), their radii of curvature can be esti­
mated with the amplitude arguments (see Fig. 13c) to be 
at least 3-4 km. 

One might think that the discrimination between "dif­
fraction" and" reflection " is purely academic in this context. 
However, once a curved event has been considered as a 
diffraction, it is often used to obtain velocity information 
from it. Consequently, a migration process is judged on 
how good it contracts these events and, hence, structures 
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Fig. 11. Crosses: arrival times of a 
diffraction-like event on three shot 
records. The shot is at the NW end 
of the spread; the sections are 
plotted according to their relative 
position on the profile. 
Solid lines ; travel-time curves for a 
point difTractor model at 
x= 55.1 km, z = 16.1 km and 
v,m, = 6.4 km/s 

with similar kinematic characteristics to those proposed 
here may get lost in a subsequent interpretation. 

Geological implications 

Qualitative forward modelling of certain aspects of one seis­
mic line can certainly not supply a sufficient basis for a 
detailed interpretation, but it may allow a discussion of 
the possible origins of this unusual seismic character. 

As mentioned previously, the so-called diffraction clus­
ters are concentrated mainly in two regions along profile 
DEKORP 2-S: one south of the boundary between the 
Saxothuringian and the Moldanubian, and the other in the 
Mid-German Crystalline Rise (profile km 160 to 180). They 
are rather uniformly distributed in a limited time interval. 
Both observations imply that the geological structures re­
sponsible for these events are either aligned vertically, or 
- if one takes three-dimensional effects into account - that 
they are arranged along a band that strikes approximately 
normal to the seismic line, i.e. parallel to the Yariscan tec­
tonic boundaries. 

This seismic pattern can be generated by different geo­
logical structures (see also Schilt et al., 1981), for example: 
A. Igneous intrusions in tectonically active regions 
B. Antiformal stacks or duplex structures in regions of com­
pressional thrust tectonics 
C. Undulated or strongly folded interfaces 
D. Combinations or intermediate stages of these examples 
Diffractions generated at faults are caused by an abrupt 
change in impedance contrast at the end of a reflector. Con­
sequently, they should occur at the termination of a reflec­
tion signal. Moreover, their amplitudes decay very rapidly 
with increasing distance from the edge. There is no evidence 
for these effects in the data. 

Synthetic zero-offset seismograms for a three-dimension­
al undulated interface have been calculated by Blundell and 
Raynaud (1986). Their section is qualitatively similar to the 
stacked DEKORP2-S data in showing many criss-crossing 
curved events over a certain span of time. But the concen­
trated appearance of these signals along the profile would 
require such undulated surfaces to occur only in rather nar­
row zones with no continuation outside. 

The first two examples seem to be more likely candidates 
for an explanation of the so-called diffractions if one regards 
the tectonic evolution of the European Variscides. An over­
view of the Yariscan orogenesis in Central Europe is given, 
for example, by Behr et al. (1984) and Weber (1984), and 
will therefore only be briefly summarized here. 
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A rifting phase in the early Paleozoic led to the intrusion 
of granitic melts into the crust and to the formation of 
sedimentary basins. This extensional process was followed 
by compression and crustal shortening in a SE-NW direc­
tion from the Lower Devonian to the Upper Carboniferous. 
A period of folding and medium-pressure high-temperature 
metamorphism of the early Paleozoic rocks and a subse­
quent uplift and cooling changed with continuing compres­
sion into a more brittle deformation regime. This is indicat­
ed by the formation of nappes with a NE transport direc­
tion, like the Miinchberg Massif in the Saxothuringian of 
Eastern Bavaria, and by the occurrence of mylonite zones 
at the northern margin of the Mid-German Crystalline Rise 
and along the boundary between the Saxothuringian and 
the Moldanubian in the northern Black Forest and at the 
Erbendorf line at the western margin of the Bohemian Mas­
sif. These zones are probably the surficial indications of 
deep-reaching SE-dipping fault zones. According to the con­
cept of horizontal thrust and nappe tectonics, the Mid-Ger­
man Crystalline Rise is thrust northward upon the North­
ern Phyllites and the Moldanubian has been pushed into 
the Saxothuringian. 

Syn- and late-orogenic granites that are now exposed 
in the Black Forest, the Odenwald, the Fichtelgebirge and 
south of the Erbendorf line suggest the intercalation of ex­
tensional phases. The Variscan orogenesis ended in the 
Lower Permian with eruptions of rhyolites and melaphyres, 
which again indicate the transition to a dilatational stress 
regime. 

This geotectonic environment offers several possibilities 
for the nature of the structures responsible for the diffrac­
tion-like pattern of the seismic observations. Both event 
clusters lie in or near one of the major SE-dipping fault 
zones. The SE-dipping reflections between 60 and 80 km 
and between 2 and 4 s in Fig. 9 can probably be seen in 
connection with the boundary between the Saxothuringian 
and the Moldanubian. 

Deformation processes at the ramps of these thrust sys­
tems may have created horses, antiformal stacks or imbri­
cate zones which should strike approximately parallel to 
the tectonic boundaries. Such highly inhomogeneous zones 
can give rise to the complicated seismic pattern if their inter­
nal structure provides sufficient impedance contrast. 

Diapir-like intrusions, also, can not be excluded. Follow­
ing the strike of the tectonic boundaries, syn- and late-oro­
genic granites and/or post-orogenic rhyolites are found to 
the NE as well as to the SW of both event clusters, e.g. 
in the Saxothuringian in the Odenwald and the Thuringian 
Forest, and at the boundary to the Moldanubian in the 
Black Forest, the Fichtelgebirge and the Oberpfalz. 

Igneous intrusions have, in general, no internal structure 
that could be detected by seismic methods. The approxi­
mately vertical alignment of overlapping curved events in 
the time sections would, in this case, be better explained 
by a linear arrangement of such bodies with a strike more 
or less normal to the seismic line. The gravity map of south­
ern Germany (see DEKORP Research Group, 1985, Fig. 5) 
shows two NE-striking chains of Bouguer minima with am-
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plitudes of about 10-20 mGal that cross the profile just 
at the event clusters. Setto and Meissner (1986) have mo­
delled a 2-D gravity profile along the seismic line by intro­
ducing there low-density bodies in the lower crust. This 
interpretation seems to support the assumption of igneous 
intrusions. However, the gravity map of southern Germany 
(DEKORP Research Group, 1985, Fig. 5) suggests that a 
three-dimensional interpretation is necessary. It is question­
able whether the accuracy of the gravity data that are avail­
able at present could resolve such small anomalies. For 
example, a spherical body with a radius of 4 km buried 
at a depth of 15-20 km and with a density contrast of 
0.25 g/cm 3 would result in a gravity anomaly of only 1-
2 mGal and a half-width of 25-30 km. The gravity pattern 
may simply reflect the coarse structure of the basement 
(Edel, 1982) or the NE-striking Permo-Carboniferous 
troughs in southern Germany. 

By using the shotpoints of profile DEKORP2-S and 
a stationary group of 108 receivers perpendicular to the 
seismic line at x = 40 km, a profile P 1 could be constructed 
that runs parallel to the main line at 5 km distance to the 
east from x = 20 km to x = 72 km (DEKORP Research 
Group, 1985). This profile shows similar clusters of curved 
events, as in the main profile. When the traces of P 1 are 
plotted at the common midpoints, these clusters seem to 
be offset to the SE by several kilometres relative to the 
main profile, but some prominent groups of curved events 
can still be correlated (DEKORP Research Group, 1985, 
Fig. 31). However, the close distance between the two pro­
files does not allow discrimination between the two models 
proposed here; namely, linear structures like antiformal 
stacks or diapiric intrusions with a diameter of several kilo­
metres. 

Conclusions and discussions 

It has been shown that Kirchhoff theory is a valuable and 
efficient tool in calculating the response of an arbitrarily 
shaped reflector. It is faster than the finite-difference method 
and it is, for the purpose of this study, superior to ray­
theoretical algorithms because it also includes the genera­
tion of diffractions. 

This method has been applied to examine some strong 
diffraction-like events on a deep seismic reflection profile 
in southern Germany. In order to model the amplitudes 
of these signals, at least qualitatively, it was necessary to 
investigate single-shot records because the amplitudes of 
a stacked section are too strongly distorted by the process­
ing steps involved in stacking. Synthetic seismograms for 
several dome-shaped models demonstrated that a simple 
diffractor hypothesis is not able to explain the surprisingly 
big amplitudes of these arched signals. Instead, one has 
to assume larger structures in the middle or lower crust 
with a radius of curvature of at least 3--4 km. Due to the 
similar travel-time curves of such strongly curved reflectors 
and diffractors, this result could not have been obtained 
by a purely kinematic analysis alone. 

Whether these structures have approximately spherical 
upper surfaces, like diapirs, or a mostly two-dimensional 
geometry, like antiformal stacks, cannot be decided on the 
basis of the data available. 

Two-dimensional theory has been applied to data from 
a 3-D real world in this study. The difference in the spread-
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ing terms (1/Vr vs. 1/r) is not critical and, moreover, it 
mainly cancels by comparing signals with approximately 
equal travel times. One should expect, in 3-D theory, slightly 
different amplitude ratios between the response of a hori­
zontal reflector, diapir-shaped models and point diffractors. 
In this case the models may have a finite radius of curvature 
in both x and y directions, and, hence, their defocussing 
effect will be greater. But this would not affect the main 
arguments outlined above. 
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